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ПРЕДИСЛОВИЕ


Методические указания для студентов по выполнению практических занятий  адресованы  студентам очной формы обучения.


Методические указания созданы в помощь для работы на занятиях, подготовки к практическим занятиям, правильного составления отчетов.


Приступая к выполнению практической работы, необходимо внимательно прочитать цель работы, ознакомиться с требованиями к уровню подготовки в соответствии с федеральными государственными стандартами (ФГОС), краткими теоретическими сведениями, выполнить задания работы, ответить на контрольные вопросы для закрепления теоретического материала и сделать выводы. 


Отчет по практической работе необходимо выполнить и сдать в срок, установленный преподавателем. 

Наличие положительной оценки по практическим работам необходимо для допуска к экзамену, поэтому в случае отсутствия студента на уроке по любой причине или получения неудовлетворительной оценки за практическую работу необходимо найти время для ее выполнения или пересдачи.

Правила выполнения практических работ


1. Студент должен прийти на практическое занятие подготовленным к выполнению практической  работы.


2. После проведения практической  работы студент должен представить отчет о проделанной работе.


3. Отчет о проделанной работе следует выполнять в журнале практических работ на листах формата А4 с одной стороны листа.

Оценку по практической  работе студент получает, если:

- студентом работа выполнена в полном объеме;

- студент может пояснить выполнение любого этапа работы;

- отчет выполнен в соответствии с требованиями к выполнению работы;

- студент отвечает на контрольные вопросы на удовлетворительную оценку и выше.


Зачет по выполнению практических работ студент получает при условии выполнения всех предусмотренных программой практических работ после сдачи журнала с отчетами по работам и оценкам.

Внимание! Если в процессе подготовки к практическим работам или при решении задач возникают вопросы, разрешить которые самостоятельно не удается, необходимо обратиться к преподавателю для получения разъяснений или указаний в дни проведения дополнительных занятий. 

Обеспеченность занятия:

1. Учебно-методическая литература:
1. Партыка Т.Л. Вычислительная техника : учеб. пособие / Т.Л. Партыка, И.И. Попов. — 3-е изд., перераб. и доп. — М. : ФОРУМ : ИНФРА-М, 2017. — 445 с. : ил. — (Среднее профессиональное образование) - ISBN: 978-5-91134-646-1

2. Вычислительная техника: Учебное пособие / Душкин А.В., Ланкин О.В., Чекризов Р.В. - Воронеж:Воронежский институт ФСИН России, 2016. - 325 с. ISBN 978-5-4446-0731-2. 
2. Чертежные принадлежности: линейка.

Порядок выполнения отчета по практической работе

1. Ознакомиться с теоретическим материалом по практической  работе.

2. Записать краткий конспект теоретической части.

3. Выполнить предложенное задание согласно варианту по списку группы.

4. Продемонстрировать результаты выполнения предложенных заданий преподавателю.

5. Ответить на контрольные вопросы.

6. Записать выводы о проделанной работе.

Практическая работа 1

Решение задач при помощи законов алгебры логики
Цель работы:  Повторить этапы решения логических задач

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы 
Аксиомы алгебры логики

Переменные, рассматриваемые в алгебре логики, могут принимать только два значения ноль или единица. В алгебре логики определены:

· отношение эквивалентности, обозначаемое знаком = ;

· операция сложения (дизъюнкция), обозначаемая знаком + или ( ;

· операция умножения (конъюнкция), обозначаемая знаком & или * ;

· операция отрицания (или инверсия), обозначаемая знаком надчеркивания или апострофом ’ .

Алгебра логики определяется следующей системой аксиом:

x = 0, если х 
[image: image2.wmf]¹

 1,              
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x = 1, если х [image: image4.wmf]¹

 0,              
[image: image5.wmf]1

= 0,

       1+ 1 = 1,                            0 * 0 = 0,

       0 + 0 = 0,                             1 * 1 = 1,

                      0 + 1 = 1 + 0 = 1,                1 * 0 = 0 * 1 + 0.

Логические выражения

Логические выражения связывают значение логической функции со значениями логических переменных. Они могут записываться или в конъюнктивной или дизъюнктивной нормальных формах. В дизъюнктивной форме логические выражения записываются как логическая сумма логических произведений, в конъюнктивной – как логическое  произведение  логических сумм. Порядок действий в логических выражениях такой же, как и в обычных алгебраических выражениях. Логические выражения связывают значение логической функции со значениями логических переменных.

Законы булевой алгебры

Они вытекают из аксиом и имеют две формы выражения: для конъюнкции и дизъюнкции. Эти законы используются при преобразованиях логических выражений. 

Переместительный закон:   
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сочетательный закон: 
[image: image8.wmf]xyz

z

xy

yz

x

=

=

)

(

)

(

; 
[image: image9.wmf]=

+

+

)

(

z

y

x

 
[image: image10.wmf]x

y

x

x

y

x

+

+

=

+

+

=

)

(

;

распределительный закон: 
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закон повторения:  
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закон обращения:   если 
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закон двойной инверсии:   
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закон универсального множества:   
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закон дополнительности:   
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закон нулевого множества:   
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закон поглощения:   
[image: image25.wmf];

*

х

y

х

х

=

+

  
[image: image26.wmf];

х

y

х

хy

=

+


закон склеивания:    
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закон инверсии (закон Де Моргана): 
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Логические функции

Любое логическое выражение, составленное из n переменных xn,, xn-1, …, x1 c помощью конечного числа операций алгебры логики, можно рассматривать как некоторую функцию n переменных, называемую логической. В соответствии с аксиомами алгебры логики функция может принимать в зависимости от значения переменных значение 0 или 1. Функция n логических переменных может быть определена для  2n значений переменных, соответствующих всем возможным значениям n-разрядных двоичных чисел.

Основной интерес представляют следующие функции двух переменных x и y:

f1(x,y) = x*y  – логическое умножение,

f2(x,y) = x + y  – логическое сложение,

f3(x,y) = 
[image: image31.wmf]y
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 – логическое умножение с инверсией,

f4(x,y) = 
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 – логическое сложение с инверсией,

f5(x,y) = 
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 – суммирование по модулю два или «Исключающее  ИЛИ»,

f6(x,y) = 
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  – равнозначность.

Логические схемы

Физическое устройство, реализующее одну из операций алгебры логики или простейшую логическую функцию, называется логическим элементом. Схема, составленная из конечного числа логических элементов по определенным правилам, называется логической. Основным логическим функциям соответствуют выполняющие их схемные элементы. Например, функции f1(x,y) соответствует логическая схема «И», функции f2(x,y) – логическая схема «ИЛИ», функции f3(x,y) – логическая схема «И-НЕ», функции f4(x,y) – логическая схема «ИЛИ-НЕ». 

Таблица истинности

Так как область определения любой функции n переменных конечна (может принимать 2n значений), то такая функция может быть задана таблицей значений f(x), которые она принимает в точках xi, где i= 0,1, …, 2n-1. Такие таблицы называются таблицами истинности. В табл. 1 представлены значения функций 
f1(x,y), …, f6(x,y).
Т а б л и ц а  1

	i
	Значения переменных
	Функции

	
	x
	y
	f1(x,y)
	f2(x,y)
	f3(x,y)
	f4(x,y)
	f5(x,y)
	f6(x,y)

	0
	0
	0
	0
	0
	1
	1
	0
	1

	1
	0
	1
	0
	1
	1
	0
	1
	0

	2
	1
	0
	0
	1
	1
	0
	1
	0

	3
	1
	1
	1
	1
	0
	0
	0
	1


Задания для практического занятия
Задание 1. Проверьте полученный ответ предложенной задачи, построив таблицу истинности для условий задачи и проанализируйте ее.

Три подразделения А, В, С торговой фирмы стремились получить по итогам года максимальную прибыль. Экономисты высказали следующие предположения:
1. А получит максимальную прибыль только тогда, когда получат максимальную прибыль В и С;
2. Либо А и С получат максимальную прибыль одновременно, либо одновременно не получат;
3. Для того, чтобы подразделение С получило максимальную прибыль, необходимо, чтобы и В получило максимальную прибыль.
По завершению года оказалось, что одно из трех предположений ложно, а остальные истинны. Какие из названных подразделений получили максимальную прибыль?
Простые высказывания:

А={А получит максимальную прибыль}

В={В получит максимальную прибыль}

С={С получит максимальную прибыль}

На языке алгебры логики прогнозы, высказанные экономистами:

1. [image: image35.png]Fl=A—- Bx(;




2. [image: image36.png]F2 =A%xC" A%C:




3. [image: image37.png]F3

C - B;




Задание 2. Проверьте, построив таблицы истинности, являются ли предложенные логические формулы тождественно истинными (тавтологиями):

[image: image38.png]AB— (A+(B =0));




[image: image39.png](A=C)— (C+ A+ B);




[image: image40.png](B =C)— (C + AB);




[image: image41.png](ABC — (A + B):




[image: image42.png]BC - (A+(B&());




Контрольные вопросы
1. Что такое таблица истинности?
2. В каких формах могут записываться логические выражения?
3. Какие значения может принимать логическая переменная?
Практическая работа 2

Переключательные схемы
Цель работы:  закрепить умения и практические навыки реализации переключательных функций 
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы 
В компьютерах и других автоматических устройствах широко применяются электрические схемы, содержащие сотни и тысячи переключательных элементов: реле, выключателей и т.п. Разработка таких схем весьма трудоёмкое дело. Оказалось, что здесь с успехом может быть использован аппарат алгебры логики.
	Переключательная схема — это схематическое изображение некоторого устройства, состоящего из переключателей и соединяющих их проводников, а также из входов и выходов, на которые подаётся и с которых снимается электрический сигнал. 


Каждый переключатель имеет только два состояния: замкнутое и разомкнутое. Переключателю Х поставим в соответствие логическую переменную х, которая принимает значение 1 в том и только в том случае, когда переключатель Х замкнут и схема проводит ток; если же переключатель разомкнут, то х равен нулю. 

Будем считать, что два переключателя Х и [image: image43.png]


связаны таким образом, что когда Х замкнут, то [image: image44.png]


разомкнут, и наоборот. Следовательно, если переключателю Х поставлена в соответствие логическая переменная х, то переключателю [image: image45.png]


должна соответствовать переменная [image: image46.png]


.

Всей переключательной схеме также можно поставить в соответствие логическую переменную, равную единице, если схема проводит ток, и равную нулю — если не проводит. Эта переменная является функцией от переменных, соответствующих всем переключателям схемы, и называется функцией проводимости.

Найдем функции проводимости F некоторых переключательных схем:

	a)   [image: image47.png]



Схема не содержит переключателей и проводит ток всегда, следовательно F=1;

	б)   [image: image48.png]



Схема содержит один постоянно разомкнутый контакт, следовательно F=0;

	в)   [image: image49.png]o—X—— 0




Схема проводит ток, когда переключатель х замкнут, и не проводит, когда х разомкнут, следовательно, F(x) = x;

	г)   [image: image50.png]



Схема проводит ток, когда переключатель х разомкнут, и не проводит, когда х замкнут, следовательно, F(x) = [image: image51.png]


;

	д)   [image: image52.png]o—X

y——O




Схема проводит ток, когда оба переключателя замкнуты, следовательно, F(x) = x . y;

	е)   [image: image53.png]



Схема проводит ток, когда хотя бы один из переключателей замкнут, следовательно, F(x)=x v y;


	ж)   [image: image54.png]i





Схема состоит из двух параллельных ветвей и описывается функцией [image: image55.png]Fi,y,2) = (' y)vivxvy)z




.


	Две схемы называются равносильными, если через одну из них проходит ток тогда и только тогда, когда он проходит через другую (при одном и том же входном сигнале). 

Из двух равносильных схем более простой считается та схема, функция проводимости которой содержит меньшее число логических операций или переключателей. 


При рассмотрении переключательных схем возникают две основные задачи:
синтез и анализ схемы.
СИНТЕЗ СХЕМЫ по заданным условиям ее работы сводится к следующим трём этапам: 

1. составлению функции проводимости по таблице истинности, отражающей эти условия; 

2. упрощению этой функции; 

3. построению соответствующей схемы. 

АНАЛИЗ СХЕМЫ сводится к 

1. определению значений её функции проводимости при всех возможных наборах входящих в эту функцию переменных. 

2. получению упрощённой формулы. 

Примеры.
	1. Построим схему, содержащую 4 переключателя x, y, z и t, такую, чтобы она проводила ток тогда и только тогда, когда замкнут контакт переключателя t и какой-нибудь из остальных трёх контактов.

Решение. В этом случае можно обойтись без построения таблицы истинности. Очевидно, что функция проводимости имеет вид F(x, y, z, t) = t . (x v y v z), а схема выглядит так:

[image: image56.png]





	2. Построим схему с пятью переключателями, которая проводит ток в том и только в том случае, когда замкнуты ровно четыре из этих переключателей.

[image: image57.png]a‘h-crd-evab-cd-evab-crd-evab-crd-evahcrde

Pewenye : F(a,b,c,d,e)




Схема имеет вид: 

[image: image58.png]





	3. Найдем функцию проводимости схемы: 

[image: image59.png]—a——h—




Решение. Имеется четыре возможных пути прохождения тока при замкнутых переключателях a, b, c, d, e : через переключатели a, b; через переключатели a, e, d; через переключатели c, d и через переключатели c, e, b. Функция проводимости F(a, b, c, d, e) = a . b   v   a . e . d   v   c . d   v   c . e . b.



4. Упростим переключательные схемы: 

	а)   [image: image60.png]



Решение:    [image: image61.png]X YVV-X=X-(FVy)=x-1





Упрощенная схема: [image: image62.png]o—X—— 0





	б)   [image: image63.png]



[image: image64.png]Pemerme : F(x,y,2) = 2 (xvy)vEvxy) = 1



.

Здесь первое логическое слагаемое [image: image65.png]z:(xvy)



является отрицанием второго логического слагаемого [image: image66.png]Zvx'y)



, а дизъюнкция переменной с ее инверсией равна 1.

Упрощенная схема : [image: image67.png]





	в)   [image: image68.png]O—[i}i{ -

x—y—





[image: image69.png]Pewerme : F(x,y,2) = (xvy) 'z v X'y

~0+ 0.0

X T IVX I XYY L IVYIXY




Упрощенная схема: [image: image70.png]





	г)   [image: image71.png]zy
t

His





[image: image72.png]Pewenye : Fix,y,z,) =(xvyvy) (zvt) =1l (zvt) =zt




Упрощенная схема: [image: image73.png]





	д)   [image: image74.png]



[image: image75.png]Pewenye: F(x,y) =(xvy) (xvy) =y



(по закону склеивания) 

Упрощенная схема: [image: image76.png]O— ¥ —0






	е)   [image: image77.png]



Решение: [image: image78.png]F,y,20 =X @vx 0 yv(y ivy 0 X =xy avx -y x-tve y(tve =

X (IvDvx y D) =t D) (x pvx ) = (v D)y (X x) =y (v i)





Упрощенная схема: [image: image79.png]—F—








Задания для практического занятия

Выполните следующие задания:

1. Найдите функции проводимости следующих переключательных схем: 

	а)
[image: image80.png]





	б)
[image: image81.png]




	в)
[image: image82.png]e






	г)
[image: image83.png]L
:HH}






2. Проверьте равносильность следующих переключательных схем: 

	а)  [image: image84.png][

[






	б)  [image: image85.png]




	в)  [image: image86.png]—
Laed






	г)  [image: image87.png]




	д) [image: image88.png]—re . e






3. Постройте переключательные схемы с заданными функциями проводимости: 

[image: image89.png]a) (avh)-cvah
9 abvovh @ve

B) avh-cdvh-cdvhvhcd
1) a'b-(c-dvbva)varcvd) (avh)




4. Упростите следующие переключательные схемы: 

	а)  [image: image90.png]REAREAR

<im







	б)  [image: image91.png]





	в)  [image: image92.png]Ly

7
[







	г) [image: image93.png]






Контрольные вопросы
1. Что такое Переключательные схемы?

2. Что называется функцией проводимости?
3. Какие схемы называются равносильными?

Практическая работа 3

«Построение схем логических устройств в базисах ИЛИ-НЕ и И-НЕ»
    Цель работы:     Научиться строить схемы логических устройств в базисах ИЛИ-НЕ и И-НЕ 
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы 
       При реализации цифровых устройств на интегральных микросхемах широко используются базисы И-НЕ или ИЛИ-НЕ. Для этого минимизированные логические функции путем преобразований приводятся к соответствующему виду.
Логическое устройство на элементах ИЛИ-НЕ может быть построено при следующей последовательности действий: заданная функция минимизируется с получением МКНФ; производится запись полученного логического выражения через операции ИЛИ-НЕ. Методика синтеза в базисе И-НЕ сходна с методикой синтеза в базисе ИЛИ-НЕ.

Пусть минимальная ДНФ функция

[image: image94.png]F(A, B,C)= ABv BCwv AC



.

Применим к этому выражению двойное отрицание и теорему де Моргана

[image: image95.png]


.

Как видно, функция F включает только операции И-НЕ, и ее реализация в базисе И-НЕ имеет вид (рис. 1)

 [image: image96.png]b





Рисунок 1 -  Реализация функции [image: image97.png]F=AB. BC . AC



в базисе И-НЕ
Аналогичным образом от КНФ функции можно перейти к ее форме, удобной для реализации в базисе ИЛИ-НЕ.

Пример:  Рассмотрим последовательность синтеза на примере построения логического устройства, реализующего функцию, приведенную в таблице 1.

Таблица 1

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 0  1  1  0  1  1  0  0  0  1  0  1  1  0  1  0


Для минимизации функции воспользуемся методом Вейча. В таблице 2 приведена карта Вейча для рассматриваемой функции.

         Таблица 2

	                   1
	1
	0
	0

	0
	0
	1
	1

	1
	0
	0
	0

	1
	0
	1
	1


Минимальная КНФ функции

f2 (x1, x2 ,x3 , x4 ) = 
[image: image98.wmf])
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Для  перехода от базиса И, ИЛИ, НЕ, в котором представлено полученное выражение, к базису ИЛИ-НЕ выполняем следующие действия:

дважды инвертируем правую часть выражения:

f2 (x1, x2 ,x3 , x4 ) = 
[image: image99.wmf])
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;

проводим преобразование по формуле де Моргана:

f2 (x1, x2 ,x3 , x4 ) = 
[image: image100.wmf])
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;

записываем выражение с использованием символа операции ИЛИ-НЕ:

f2 (x1, x2 ,x3 , x4 ) = 
[image: image101.wmf])
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Наличие скобок обязательно, иначе исказится функция.
Задания для практического занятия
     1  Синтезируйте заданную функцию в базисе ИЛИ-НЕ и постройте схему логического устройства.

     2 Синтезируйте заданную функцию в базисе И-НЕ и постройте схему логического устройства.

Вариант 1
1.1

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 0  0  1  1  1  0  1  1  0  0  0  0  1  1  0  1


1.2
	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  1  0  1  0  0  1  0  0  1  0  0  1  1  0  1


Вариант 2

2.1

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  1  1  1  0  0  1  1  0  0  0  0  0  1  0  1


2.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  1  0  0  1  1  0  0  1  1  0  0  1  1  0  0


Вариант 3

3.1

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  1  0  0  1  0  1  0  1  1  0  0  0  0  1  1


3.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  1  1  0  0  0  1  1  1  0  0  0  1  1  0  0


Вариант 4

4.1

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 0  0  1  0  1  0  1  0  0  0  1  1  1  0  1  0


4.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  1  1  1  0  0  0  1  1  1  1  0  0  0  0  0


Вариант 5

5.1

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 0  1  0  0  0  1  0  1  0  1  1  0  0  1  0  1


5.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  1  0  1  0  0  1  0  1  0  1  0  0  1  1  0


Вариант 6

6.1

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  0  0  1  1  0  0  1  1  0  0  0  1  1  0  1


6.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f (x1, x2 ,x3 , x4 )
	 1  0  1  0  1  1  0  0  0  1  0  0  0  1  1  1


Контрольные вопросы
1. Назовите последовательность синтеза логических устройств в базисе ИЛИ- НЕ.

2. Назовите последовательность синтеза логических устройств в базисе И- НЕ.
3 Назовите основное отличие синтеза устройства в базисе ИЛИ-НЕ от синтеза в базисе И-НЕ.
Практическая работа 4,5

«Минимизация логических функций методом карт Карно»
    Цель работы:     Научиться минимизировать  логические функции методом карт Карно
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы 

       Отличие карт Карно от карт Вейча заключается в способе обозначения строк и столбцов таблицы истинности. Карта Карно — графический способ минимизации переключательных (булевых) функций, обеспечивающий относительную простоту работы с большими выражениями и устранение потенциальных гонок.
Карты Карно рассматриваются как перестроенная соответствующим образом таблица истинности функции. Карты Карно можно рассматривать как определенную плоскую развертку n-мерного булева куба. Карты Карно были изобретены в 1952 Эдвардом В. Вейчем и усовершенствованы в 1953 Морисом Карно, физиком из «Bell Labs», и были призваны помочь упростить цифровые электронные схемы.

.
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Рисунок 1- Карты Карно для функций соответственно трех (а), четырех (б) аргументов

Аргументы функции делятся на две группы, комбинации значений аргументов одной группы приписываются столбцам таблицы, комбинации значений аргументов другой группы – строкам таблицы. Столбцы и строки обозначаются комбинациями, соответствующими последовательности чисел в коде Грея (это сделано для того, чтобы склеивающиеся клетки находились рядом). Обозначения столбца и строки, на пересечении которых находится клетка таблицы, образуют набор, значение функции на этом наборе записывается в клетку.

Для получения МДНФ функции охватываются областями клетки таблицы, содержащие 1. Как и в случае минимизации с помощью карт Вейча, области должны быть прямоугольной формы и содержать 2k клеток (при целочисленном значении k). Для каждой области составляется набор из двух комбинаций: приписанных столбцам и приписанных строкам, на пересечении которых расположена область. При этом если области соответствуют несколько комбинаций  кода Грея (код Грея — система счисления, в которой два соседних значения различаются только в одном разряде), приписанных столбцам или строкам, то при составлении набора области записывается общая часть этих комбинаций, а на месте различающихся разрядов комбинаций ставятся звездочки.

Для получения МКНФ областями охватываются клетки, содержащие 0, и члены МКНФ записываются через инверсии цифр, получаемых для наборов отдельных областей.

Пример решения  Рассмотрим минимизацию с помощью карты Карно функции четырех аргументов
Таблица истинности в форме карты Карно будет иметь следующий вид:
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Рисунок 2 – Карта Карно для функции четырех аргументов

Для функции, представленной на рисунке 2, области 1 будет соответствовать набор 100* или член МДНФ 
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, области 2 – набор 1*01 или член МДНФ 
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, области 3 – набор 0111 или член МДНФ 
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, области 4 – набор 00*0 или член МДНФ 
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. Следовательно, МДНФ функции 

f(x1,x2,x3)= 
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 Задание для практического занятия
     1  Для функции f1  заданной таблицей истинности найдите МДНФ и МКНФ методом карт Карно

     2 Для функции f2  заданной таблицей истинности найдите МДНФ и МКНФ методом карт Карно

Вариант 1
1.1

	x1
x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  1  0  1  0  1  0  0


1.2
	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  0  0  1  0  0  1  0  0  1  0  0  1  0  0  1


Вариант 2

2.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 0  1  0  1  0  1  0  1  


2.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  0  0  1  1  0  0  1  1  0  0  1  1  0  0


Вариант 3

3.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  1  0  0  1  1  0  0  


3.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  1  0  0  0  1  1  1  0  0  0  1  1  0  0


Вариант 4

4.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  1  1  0  0  0  0  1  


4.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  1  1  0  0  0  1  1  1  1  0  0  0  0  0


Вариант 5

5.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  1  0  1  0  1  0  0  


5.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  0  1  0  0  1  0  1  0  1  0  0  1  1  0


Вариант 6

6.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  0  1  0  0  0  1  1  


6.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  0  1  0  1  1  0  0  0  1  0  0  0  1  1  1


Контрольные вопросы
1 Назовите отличие  карт Карно от карт Вейча.

2 Сформулируйте правило получения МДНФ функций с помощью карт Карно
3 Сформулируйте правило получения МКНФ функций с помощью карт Карно.
4 Что представляет собой код Грея?

Практическая работа 6,7

 «Минимизация логических функций методом карт Вейча»
     Цель работы:     Научиться  минимизировать логические функции методом карт Вейча

Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы 

       Метод  минимизации функции с помощью карт Вейча используется при минимизации относительно несложных функций (с числом аргументов до пяти) ручным способом. Карта Вейча представляет собой определенную форму таблицы истинности.

Таблицы 1 являются картами Вейча для функций соответственно двух (а), трех (б), четырех (в) аргументов.
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Рисунок 1- Карты Вейча для функций соответственно двух (а), трех (б), четырех (в) аргументов

Каждая клетка карты соответствует некоторому набору значений аргументов. Этот набор аргументов определяется присвоением значения лог.1 буквам, на пересечении строк и столбцов которых расположена клетка.

Число клеток карты равно числу всех возможных наборов значений аргументов 2n
(n- число аргументов функции). В каждую из клеток карты записывается значение функции на соответствующем этой клетке наборе значений аргументов.
Карты Вейча компактны. Главное  их достоинство состоит в следующем. При любом переходе из одной клетки в соседнюю вдоль столбца или строки изменяется значение лишь одного аргумента функции. Следовательно, если в паре соседних клеток содержится 1, то над соответствующими им членами канонической формы может быть проведена операция склеивания.

Правило получения МДНФ функций с помощью карт Вейча.
Все клетки, содержащие 1, объединяются в замкнутые области. При этом каждая область должна представлять собой прямоугольник с числом клеток 2k , где k= 0,1,2,… Значит, допустимое число клеток в области 1,2,4,8,… Области могут пересекаться и одни и те же клетки могут входить в разные области. Затем проводится запись выражения МДНФ функции. Каждая из областей в МДНФ представляется членом, число букв в котором на k меньше общего числа аргументов функции n (т.е. равно n-k). Каждый  член МДНФ составляется лишь из тех аргументов, которые для клеток соответствующей области имеют одинаковое значение.

При охвате клеток замкнутыми областями следует стремиться, чтобы число областей было минимальным, а каждая область содержала возможно большее число клеток.

При построении замкнутых областей допускается сворачивание карты в цилиндр с объединением ее противоположных граней. В силу этого крайние клетки строки или столбца таблицы рассматриваются как соседние и могут быть объединены в общую область.

В силу допустимости такого сворачивания карты вдоль горизонтальной и вертикальной осей, например, клетки, расположенные в четырех углах карты функции четырех переменных, оказываются соседними и могут быть объединены в одну область. 

Для получения МКНФ функции замкнутыми областями охватываются клетки с нулевыми значениями функции, и при записи членов логического выражения берутся инверсии аргументов, на пересечении которых находятся области.

Для минимизации функции с числом аргументов, больше пяти, карты Вейча оказываются неудобными. Минимизация таких функций может быть выполнена методом Квайна.
Пример решения 1 Рассмотрим минимизацию с помощью карты Вейча функции трех аргументов
	х1

х2

х3
	0  0  0  0  1  1  1  1

0  0  1  1  0  0  1  1

0  1  0  1  0  1  0  1

	f(x1,x2,x3)
	0  0  1  0  1  1  1  0


Таблица истинности в форме карты Вейча будет иметь следующий вид:
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Все клетки, содержащие1, двумя областями. В каждой из областей 21 клеток, для них n-k= 3-1=2, и эти области в МДНФ будут представлены членами содержащими по две буквы. Первой области соответствует член 
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(аргумент x1 здесь не присутствует, так как для одной клетки этой области он имеет значение без инверсии, для другой – с инверсией); второй области соответствует член 
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. Следовательно, МДНФ функции 

f(x1,x2,x3)= 
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Рассмотрим пример минимизации функции четырех аргументов:

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  1  0  0  0  1  1  0  0  0  0  0  0  1  1
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Первая область содержит четыре клетки и в МДНФ выражается членами, содержащими две буквы (n-k=4-2=2). Вторая и третья области имеют по две клетки, для них n-k=4-1=3. Эти области в МДНФ будут представлены членами, содержащими по три буквы. Минимальная ДНФ функции

f2 (x1, x2 ,x3 , x4 )= 
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Минимальная КНФ функции будет иметь вид

f2 (x1, x2 ,x3 , x4 )= 
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Задания для практического занятия
     1.  Для функции f1  заданной таблицей истинности найдите МДНФ и МКНФ методом карт Вейча.

     2 Для функции f2  заданной таблицей истинности найдите МДНФ и МКНФ методом карт Вейча.

Вариант 1
1.1

	x1
x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 0  1  0  1  0  1  0  1


	1.2
x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 0  0  0  1  0  1  0  1  0  0  1  1  1  1  1  0


Вариант 2

2.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  0  1  0  1  0  1  0  


2.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 0  1  0  1  1  1  0  1  0  0  1  1  0  1  0  0


Вариант 3

3.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 0  0  1  1  0  0  1  1  


3.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1


Вариант 4

4.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  1  0  0  1  1  0  0  


4.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  0  0  1  1  0  0  1  0  0  1  1  1  0  0


Вариант 5

5.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 0  1  0  1  1  0  1  0  


5.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  1  1  0  0  0  0  1  0  1  1  0  0  1  0


Вариант 6

6.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  0  0  0  0  1  1  1  


6.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  0  0  0  1  1  0  0  0  1  1  1  0  1  0  1


Контрольные вопросы
1 Назовите основное достоинство минимизации логических функции методом карт Вейча.
2 Сформулируйте правило получения МДНФ функций с помощью карт Вейча.

3 Сформулируйте правило получения МКНФ функций с помощью карт Вейча.
4 Для каких функций используется минимизация с помощью кат Вейча?

Практическая работа 8
Минимизация логических функций. Законы де Моргана

      Цель работы:     Научиться  минимизировать  логические функции.
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы 
Законы де Моргана (правила де Моргана) — логические правила, связывающие пары дуальных логических операторов при помощи логического отрицания.

История и определение 

Огастес де Морган первоначально заметил, что в классической пропозициональной логике справедливы следующие соотношения:

not (P and Q) = (not P) or (not Q)

not (P or Q) = (not P) and (not Q)

Обычная запись этих законов в формальной логике:
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в теории множеств:
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Формулы де-Моргана применимы при любом числе аргументов. Они иллюстрируют глубокую взаимную симметрию операций И и ИЛИ: если операция И избирательно реагирует на совпадение прямых сигналов, то операция ИЛИ так же избирательно реагирует на совпадение их инверсий. Элемент ИЛИ прозрачен для любого сигнала, элемент И — для любой инверсии. Пользуясь формулами де-Моргана, можно легко переводить логические схемы из базиса НЕ, И, ИЛИ, в котором человеку привычнее всего мыслить и составлять исходные логические выражения, в инвертирующие базисы, которые эффективнее всего реализуются интегральной технологией.

Задания для практического занятия
1. Для функции (по варианту)  заданной таблицей истинности найдите МДНФ и МКНФ.

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	Таблица
	

	
	
	
	
	
	
	Таблица истинности логической функции
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Значения
	
	
	
	Значения функции для вариантов
	
	
	
	

	переменных
	
	
	
	
	
	
	
	

	X1 X2 X3 X4
	Y1
	
	Y2
	Y3
	Y4
	Y5
	Y6
	Y7
	Y8
	Y9
	
	Y10
	

	1 0 0 0 0
	
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	2 .0 0 0 1
	
	0
	
	0
	0
	1
	0
	1
	0
	1
	1
	
	1
	

	3. 0 0 1 0
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	4. 0 0 1 1
	0
	
	0
	0
	0
	1
	0
	1
	1
	1
	
	1
	

	5. 0 1 0 0
	0
	
	0
	1
	0
	0
	1
	1
	0
	1
	
	1
	

	6. 0 1 0 1
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	7. 0 1 1 0
	0
	
	0
	0
	0
	0
	1
	1
	1
	1
	
	1
	

	8. 0 1 1 1
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	9. 1 0 0 0
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	10.1001
	0
	
	0
	0
	0
	0
	1
	1
	1
	1
	
	1
	

	11. 1 0 10
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	12. 1 0 11
	1
	
	0
	0
	0
	0
	1
	1
	1
	1
	
	0
	

	13. 1 1 00
	0
	
	1
	0
	0
	0
	1
	1
	1
	0
	
	1
	

	14. 1 1 01
	1
	
	1
	1
	1
	1
	1
	0
	0
	0
	
	0
	

	15. 1 1 10
	0
	
	0
	0
	0
	0
	1
	1
	1
	1
	
	1
	

	16. 1 1 11
	1
	
	1
	0
	1
	0
	0
	0
	0
	1
	
	0
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Значения
	
	
	
	Значения функции для вариантов
	
	
	
	

	переменных
	
	
	
	
	
	
	
	

	X1 X2 X3 X4
	Y11
	
	Y12
	Y13
	Y14
	Y15
	Y16
	Y17
	Y18
	Y19
	
	Y20
	

	1 0 0 0 0
	1
	
	1
	1
	1
	1
	1
	0
	0
	0
	
	1
	

	2 .0 0 0 1
	0
	
	0
	0
	1
	0
	1
	0
	1
	0
	
	1
	

	3. 0 0 1 0
	1
	
	0
	0
	0
	0
	1
	1
	1
	1
	
	0
	

	4. 0 0 1 1
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	5. 0 1 0 0
	0
	
	0
	0
	1
	0
	1
	0
	1
	1
	
	1
	

	6. 0 1 0 1
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	7. 0 1 1 0
	0
	
	0
	0
	0
	1
	0
	1
	1
	1
	
	1
	

	8. 0 1 1 1
	1
	
	1
	1
	1
	1
	0
	0
	0
	0
	
	0
	

	9. 1 0 0 0
	0
	
	0
	0
	0
	0
	1
	1
	1
	1
	
	1
	

	10.1 0 0
	1
	1
	
	1
	1
	1
	1
	0
	0
	1
	1
	
	1
	

	11. 1
	0
	1
	0
	0
	
	1
	1
	0
	0
	1
	0
	0
	1
	
	0
	

	12. 1
	0
	1
	1
	1
	
	1
	0
	0
	1
	1
	1
	1
	0
	
	0
	

	13. 1
	1
	0
	0
	0
	
	1
	1
	1
	0
	1
	1
	1
	1
	
	1
	

	14. 1
	1
	0
	1
	0
	
	0
	0
	1
	1
	1
	1
	0
	1
	
	0
	

	15. 1
	1
	1
	0
	1
	
	0
	1
	0
	0
	0
	1
	0
	1
	
	1
	

	16. 1
	1
	1
	1
	1
	
	1
	1
	0
	1
	0
	0
	1
	1
	
	1
	


Контрольные вопросы
1. Какие законы алгебры логики используются при минимизации логических функций?

2. Определите ДСНФ и КСНФ.
3. В чем преимущество табличных методов минимизации по сравнению с аналитическими?

Практическая работа 9,10
Системы счисления. Преобразование чисел в различных системах счисления
 Цель работы: Научиться  минимизировать  логические функции.
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;
Краткие теоретические и учебно-методические материалы по теме практической работы 
Понятие «система счисления»

Подумайте, сколькими разными способами можно записать число «десять». Один способ уже представлен в предыдущем предложении.  Можно назвать еще достаточно много способов написания этого числа: 10, X, ten  и т.д.  Очевидно,  что от написания названия числа его значение – «вес» –  не изменяется.  Следовательно,  под числом понимается его величина, а не его символьная запись. Понятие числа – фундаментальное понятие как математики,  так и информатики.  Символы,  при помощи которых записывается число, называются цифрами. 

Под системой счисления принято называть совокупность приемов обозначения (записи) чисел. Различают позиционные и непозиционные системы счисления.  

Непозиционная система счисления –  система счисления,  в которой для обозначения чисел вводятся специальные знаки, количественное значение которых («вес» символа) всегда одинаково и не зависит от их места в записи числа. Самым известным примером непозиционной системы счисления является римская система счисления.  В римской системе счисления для записи числа в качестве цифр используются буквы латинского алфавита. 

I – 1  V – 5  X – 10  L – 50  C – 100  D – 500  M – 1000 

Для записи чисел в римской системе используются два правила:  

1) каждый меньший знак, поставленный слева от большего, вычитается из него; 

2) каждый меньший знак, поставленный справа от большего, прибавляется к нему. 

III = 1+1+1=3  IV = -1+5 = 4  VI = 5+1 =6 

XL = –10+50 = 40  LX = 50+10 = 60  XC = –10+100 = 90 

CIX =100–1+10 = 109  MCMXCVIII = 1000–100+1000-10+100+5+1+1+1=1998 

Представление о системах счисления.

Система счисления(далее СС) - совокупность приемов и правил для записи чисел цифровыми знаками.

Наиболее известна десятичная СС, в которой для записи чисел используются цифры 0,1,:,9. Способов записи чисел цифровыми знаками существует бесчисленное множество. Любая предназначенная для практического применения СС должна обеспечивать:

· возможность представления любого числа в рассматриваемом диапазоне величин;

· единственность представления (каждой комбинации символов должна соответствовать одна и только одна величина);

· простоту оперирования числами;

В зависимости от способов изображения чисел цифрами, системы счисления делятся на непозиционные и позиционные. Непозиционной системой называется такая, в которой количественное значение каждой цифры не зависит от занимаемой ей позиции в изображении числа (римская система счисления). Позиционной системой счисления называется такая, в которой количественное значение каждой цифры зависит от её позиции в числе (арабская система счисления). Количество знаков или символов, используемых для изображения числа, называется основанием системы счисления.
Позиционные системы счисления имеют ряд преимуществ перед непозиционными: удобство выполнения арифметических и логических операций, а также представление больших чисел, поэтому в цифровой технике применяются позиционные системы счисления.
Запись чисел может быть представлена в виде
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, 
где A(D) - запись числа A в СС D;
Di - символ системы, образующие базу.

По этому принципу построены непозиционные СС.
В общем же случае системы счисления: A(B)=a1B1+a2B2 +...+anBn. Если положить, что Bi=q*Bi-1, а B1=1, то получим позиционную СС. При q=10 мы имеем дело с привычной нам десятичной СС.
На практике также используют другие СС:


	q
	Название
	Цифры

	2
	двоичная
	0,1

	3
	троичная
	0,1,2

	8
	восьмеричная
	0,...,7

	16
	шестнадцатиричная
	0,...,9,A, ...,F


Каждая СС имеет свои правила арифметики (таблица умножения, сложения). Поэтому, производя какие-либо операции над числами, надо помнить о СС, в которой они представлены.
Если основание системы q превышает 10, то цифры, начиная с 10, при записи обозначают прописными буквами латинского: A,B,...,Z. При этом цифре 10 соответствуею знак 'A', цифре 11 - знак 'B' и т.д. В таблице ниже приводятся десятичные числа от 0 до 15 и их эквивалент в различных СС:
В позиционной СС число можно представить через его цифры с помощью следующего многочлена относительно q:

A=a1*q0+a2*q1+...+an*qn (1)
Выражение (1) формулирует правило для вычисления числа по его цифрам в q-ичной СС. Для уменьшения количества вычислений пользуются т.н. схемой Горнера. Она получается поочередным выносом q за скобки:

A=(...((an*q+an-1)*q+an-2)*q+...)*q+a1
результат вычисления многочлена будет всегда получен в той системе счисления, в которой будут представлены цифры и основание и по правилам которой будут выполнены операции.

Преобразование чисел из одной системы счисления в другую.

Правила перевода целых чисел
Результатом является целое число.
1. Из десятичной системы счисления - в двоичную и шестнадцатеричную: 
a. исходное целое число делится на основание системы счисления, в которую переводится (2 или 16); получается частное и остаток;

b. если полученное частное не делится на основание системы счисления так, чтобы образовалась целая часть, отличная от нуля, процесс умножения прекращается, переходят к шагу в). Иначе над частным выполняют действия, описанные в шаге а);

c. все полученные остатки и последнее частное преобразуются в соответствии с таблицей в цифры той системы счисления, в которую выполняется перевод;

d. формируется результирующее число: его старший разряд - полученное последнее частное, каждый последующий младший разряд образуется из полученных остатков от деления, начиная с последнего и кончая первым. Таким образом, младший разряд полученного числа - первый остаток от деления, а старший - последнее частное

Пример 1. Выполнить перевод числа 19 в двоичную систему счисления:
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Пример 2. Выполнить перевод числа 19 в шестнадцатеричную систему счисления: 
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2. Из двоичной и шестнадцатеричной систем счисления - в десятичную. В этом случае рассчитывается полное значение числа по формуле.
Пример 3. Выполнить перевод числа 1316 в десятичную систему счисления. Имеем:
1316 = 1*161 + 3*160 = 16 + 3 = 19.
Таким образом, 1316 = 19.
Пример 4. Выполнить перевод числа 100112 в десятичную систему счисления. Имеем:
100112 = 1*24 + 0*23 + 0*22 + 1*21 + 1*20 = 16+0+0+2+1 = 19.
Таким образом, 100112 = 19.
Правила перевода правильных дробей
Результатом является всегда правильная дробь.
1. Из десятичной системы счисления - в двоичную и шестнадцатеричную: 
a. исходная дробь умножается на основание системы счисления, в которую переводится (2 или 16);

b. в полученном произведении целая часть преобразуется в соответствии с таблицей в цифру нужной системы счисления и отбрасывается - она является старшей цифрой получаемой дроби;

c. оставшаяся дробная часть вновь умножается на нужное основание системы счисления с последующей обработкой полученного произведения в соответствии с шагами а) и б).

d. процедура умножения продолжается до тех пор, пока ни будет получен нулевой результат в дробной части произведения или ни будет достигнуто требуемое количество цифр в результате;

e. формируется результат: последовательно отброшенные в шаге б) цифры составляют дробную часть результата, причем в порядке уменьшения старшинства.

Пример 5. Выполнить перевод числа 0,847 в двоичную систему счисления. Перевод выполнить до четырех значащих цифр после запятой.
Имеем:
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В данном примере процедура перевода прервана на четвертом шаге, поскольку получено требуемое число разрядов результата. Очевидно, это привело к потере ряда цифр.
Таким образом, 0,847 = 0,11012.
Пример 6. Выполнить перевод числа 0,847 в шестнадцатеричную систему счисления. Перевод выполнить до трех значащих цифр.


[image: image134.png]0,847

16
7 —»,552
16

£33 — g o

£
v
D
¥
8 13,312;47;:
D
0D

31) pesyNETAp IO e HHCTO




В данном примере также процедура перевода прервана. Таким образом, 0,847 = 0,D8D2.


Правило перевода дробных чисел
Отдельно переводится целая часть числа, отдельно - дробная. Результаты складываются.
Пример . Выполнить перевод из десятичной системы счисления в шестнадцатеричную числа 19,847. Перевод выполнять до трех значащих цифр после запятой.
Представим исходное число как сумму целого числа и правильной дроби:
19,847 = 19 + 0,847.

Как следует из примера 3.2, 19 = 1316; а в соответствии с примером 3.9 0,847 = 0,D8D16. Тогда имеем:

19 + 0,847 = 1316 + 0,D8D16 = 13,D8D16.

Таким образом, 19,847 = 13,D8D16. 
Задания для практического занятия
Задание №1. Осуществите переход из одной системы счисления в другие

1A,F16=X2

15,78=X16
6,248=X2

1A,B16=X8

Задание №2. 

Вариант 1.

	двоичная
	восьмеричная
	десятичная
	шестнадцатеричная

	1010101
	
	
	

	
	176
	
	

	
	
	213
	

	
	
	
	6D

	
	56
	
	

	
	
	305
	

	1011,001
	
	
	

	
	4,2
	
	

	
	
	0,625
	

	
	
	
	7,8


Вариант 2.

	двоичная
	восьмеричная
	десятичная
	шестнадцатеричная

	1011001
	
	
	

	
	167
	
	

	
	
	231
	

	
	
	
	5D

	
	65
	
	

	
	
	235
	

	1101,011
	
	
	

	
	3,4
	
	

	
	
	2,25
	

	
	
	
	8,C


Контрольные вопросы
1. Что такое система счисления?

2. Что такое основание системы счисления?

3. Что такое непозиционная система счисления?

4. Что такое позиционная система счисления?

Практическая работа 11
Перевод чисел из одной системы счисления в другую
      Цель работы:     Научиться  минимизировать  логические функции.
Образовательные результаты, заявленные во ФГОС третьего поколения:

Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Задания для практического занятия
1. Расположите в порядке возрастания:

111010112; 1538; E36F16;198910. 

1001112: 4AC16 ;130010 ;13578

2. Сравните:

1138 и 11011002
5816 и 458
2888 и 105010
124510 и 1001112
20010и 15916
11111102и 7F16

3. В 10А и 10Б классах девочек 11102. Сколько мальчиков, если всего 1816 человек?

4. Переведите все в двоичную систему счисления:

EF2716; 0,61238; 69910.

5. В восьмеричную систему счисления: 

1110010100112; 1110000111002; 101100011,00002.

6. В шестнадцатеричную систему счисления:

 0,10101110000111112; 111010000111,10110102; 1000100011112.

7. Равны ли числа и если нет, то какое больше. 

7D516  и  110100011112

8.   Решите пример:

(1010011112 – A716) / 258

9.  Вычислите: 5A3C16 – 6E16   и   36768 – 6538 + AB16

	Двоичная
	Восьмеричная
	Десятичная
	Шеснадцатиричная

	10001110
	
	
	

	
	7546
	
	

	
	
	1245
	

	
	
	
	45F


Контрольные вопросы
1. Из каких знаков состоит алфавит десятичной и двоичной систем?

2. Почему в вычислительной технике взята за основу двоичная система счисления?

3. Какое наибольшее десятичное число можно записать тремя цифрами:

в двоичной системе;

в восьмеричной системе;

в шестнадцатеричной системе?
Практическая работа 12, 13. 
Типовые узлы и устройства вычислительной техники
«Типовые узлы и устройства вычислительной техники»
Цель работы:изучение типовых логических элементов. Типовые комбинационные цифровые устройства. Последовательные цифровые устройства.

Образовательные результаты, заявленные во ФГОС третьего поколения:
Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы
Компьютер — это устройство, предназначенное для обработки и преобразования информации. Долгое время его называли элект​ронной вычислительной машиной (ЭВМ), цифровой вычислительной машиной (ЦВМ) или электронной цифровой вычислительной машиной (ЭЦВМ)

Сегодня компьютер стал устройством, способным хранить и обрабатывать огромное количество информации. В течение многих лет передача различных сведений производилась посреди том ус​той речи, графики, рукописных или печатных символов, а обработка информации осуществлялась исключительно мозгом чело​века. С появлением компьютера эта монополия нарушилась, что потребовало создания средств для загрузки и выгрузки информа​ции в его обрабатывающую часть. Были созданы периферийные устройства, предназначенные для преобразования информации (например, графического изображения в текст), кодирования и из​менения формы представления кодированной информации. Это вызвано тем, что способы представления и обработки Информации в компьютере отличаются от тех, что используются мозгом человека и другими объектами внешнего мира.

Представленные в формализованном виде сведения часто называют данными, представление данных осуществляется квантами информации. Под квантом информации следует понимать, некоторый ее объем, принятый при описании объекта, а также при накоплении, хранении и обработке. Кванты информации различны для компьютера и внешнего мира.

В вычислительной технике часто используют и более узкое толкование термина «данные», служащее для различения обрабатываемой (исходные и конечные данные) и управляющей информации. Все обмены данными между различны​ми устройствами компьютера, а также между компьютером и объектами внешнего мира осуществляются посредством сообщений. Сообщение– это произвольное количество информации, предназначенное для передами между различными устройствами, с явно или неявно указанными началом и концом.

Мы будем иметь дело в основном с дискретными сообщениями в них данные представлены конечным числом квантов ин​формации в виде последовательности символов из некоторого набора, называемого алфавитом. Алфавит может включать в себя цифры, обычные буквы, специальные символы, символы псев​дографики и т.п. Все дискретные сообщения кодируются, но независимо от способа кодирования важнейшими элементами их представления являются биты, байты, машинные слова и файлы.

Бит это наименьшая «порция» информации в двоичном виде. Он служит для внутреннего представления чисел и команд в машине и может принимать значениям «0» и «1».

В конце 1960-х IT. компьютеры стали применять не только для вычислений, но и для обработки буквенно-цифровой информации. Тогда потребовалось кодировать не только десятичные цифры, но и буквы, и различные специальные символы. Общее число используемых символов, подлежащих кодированию, в то время равнялось 256. Для их кодирования потребовался слог (часть 1машинного слова), его и назвали байтом. Предназ​наченные исключительно для США машины IBM/360 использовали всего 128 разнообразных символов, поэтому в них слог (байт) состоял из семи бит. Расширение алфавита компьютера потребовало включить в него буквы национальных алфавитов, на​пример русского. Так появился восьмибитовый байт. Это привело к тому, что длину машинного слова, множество битов, рассматриваемых аппаратурой компьютера как единое целое, стали делать кратной байту. В одном машинном слове может размещаться команда или целое число. Длина машинного слова в настоящее время составля​ет 16, 32 или 64 бита (соответственно, 2, 4 или 8 байт). Однако переменный формат команд в большинстве персональных компь​ютеров привел к тому, что термин «машинное слово» стал использоваться все реже.

Байты и машинные слона объединяются в файлы, имеющие определенную структуру. Обычно файл содержит название, не​которые характеристики, символы контроля и собственно ко​манды (командный файл) и данные. Файл может иметь про​извольный размер и быть представлен в нескольких форматах. Файл является не «машинной» единицей информации, а скорее логической. В зависимости от вида хранящейся в файлах инфор​мации различают командные файлы (программы), текстовые, графические и т. п.

Структура самого компьютера за все время существования ма​шин изменилась незначительно. Она по-прежнему основана на модели фон Неймана, во всяком случае, ее основная па​мять состоит из отдельных ячеек с последовательными номерами (или «адресами»), в которых могут храниться как коды отдельных команд (программа), так и данных. Однако технологический про​гресс привел к объединению нескольких узлов и устройств в од​ной микросхеме.

Упрощенная структура компьютера состоит из следующих основных узлов: арифметико-логическое устройство (АЛУ), оперативное запоминающее устройство (ОЗУ), управляющее уст​ройство (УУ), устройство ввода данных в машину (УВв) и устройство вывода результатов проведенных расчетов (УВыв) Именно такую «пятиблочную» структуру имели вычислительные машины первого поколения. Помимо перечисленных устройств персональный компьютер имеет пульт ручного управления, предназначенный для включения машины и слежения за правильностью её работы.
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Рис. 1.1. Упрощенная структура компьютера
	Теперь принято называть АЛУ с соответствующими схемами управления процессором, схемы для управления и подключения периферийных устройств — контроллерами и адаптерами, а пере​дача информации между блоками компьютера осуществляется по шинам интерфейса. Арифметико-логическое устройство предназ​начено для выполнения арифметических и логических операций над машинными словами, т.е. кодами,


находящимися в памяти и поступающими в АЛУ для обработки. Кроме того, оно выполняет различные операции по управлению вычислениями.

Оперативное запоминающее устройство, или оперативная па​мять, хранит коды машинных слов (команд и данных) в своих ячейках. Эти ячейки нумеруются, а номер ячейки называется адресом Машина использует хранимую в ОЗУ информацию для организации вычислительного процесса. Информация по​падает в ОЗУ из устройства ввода или из внешнего запоминающего устройства (ВЗУ). Внешняя память позволяет хранить большие объемы информации, но обладает меньшим быстродействием по сравнению с ОЗУ. Втечение всего процесса обработки информация поступает в АЛУ только из ОЗУ, а результаты выполнения программы выдаются на устройство вывода после окончания об​работки. Точно так же информация из ВнЗУ, прежде чем принять участие в обработке, должна быть предварительно переписана в ОЗУ.

Устройство управления служит для автоматического управле​ния вычислительным процессом; оно формирует сигналы управления на все устройства компьютера, преобразуя команды программы в управляющие сигналы. Если узел управления совмещен с АЛУ, то такое объединенное устройство называют централь​ным процессором (ЦП). Он связан с основной памятью (ОП),состоящей из ОЗУ и постоянного запоминающего устройства (ПЗУ), или постоянной памяти, предназначенной для хранения программ ввода-вывода, и управления различными устройствами ввода и вывода (или периферийными устройствами) посредством шины, называемой часто общей шиной (ОШ). Такая общая шина состоит из нескольких подшин: адреса, данных и управления. Мы будем их называть просто шинами. [image: image136.jpg]un 3y | o3y
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 В персональных машинах для экономии места на системной плате (т.е. плате, на которой расположены процессор, память и разъемы для подключения пе​риферийных устройств) шины адреса и данных иногда выпол​няют в виде одной разделяемой во времени шины; тогда адрес и данные по ней передаются только поочередно.

Помимо ЦП и ОШ компьютер содержит множество периферийных устройств, подключающихся к ОШ с помощью контроллеров, адаптеров, шинных мостов.

В персональном компьютере (а в последнее время и в компью​терах других типов) основная память состоит из двух частей — постоянной и оперативной. В очень небольшой по современным понятиям (она достигает нескольких мегабайт) постоянной па​мяти хранится программа начальной загрузки, называемая BIOS (Basic Input-Output System). Эта информация «зашита» в памяти, т. е. хранится постоянно. Оперативная память в момент включения компьютера не содержит никакой информации. При его включе​нии на все блоки подается сигнал установки в исходное «нуле​вое» состояние, начинают формироваться тактовые импульсы и компьютер начинает работать.

Чтобы понять, как работает компьютер, нужно знать, из ка​ких элементов он состоит, т.е. что такое триггер, счетчик, ре​гистр, логическая схема и т. п. Рассмотрим подробно основные понятия. Триггер представляет собой электронную схему, которая может находиться в одном из двух устойчивых состояний «0» и «1». Внешними сигналами можно пе​реводить триггер из одного состояния в другое. Регистр — это не​сколько определенным образом соединенных триггеров, т.е. мож​но записать двоичное слово в регистр, прочитать его, сдвинуть, инвертировать. Счетчик позволяет определить число поступивших на него сигналов. Он также строится на основе триггеров. Логическая схема реализует определенную логическую функцию, т е фор​мирует выходной сигнал при определенных комбинациях сигна​лов на ее входах.

Продолжим рассмотрение работы простейшего компьютера. Содержимое счетчика команд (СчК, его называют instruction pointer — IP) процессора передается по адресной шине на ре​гистр адреса (РгА) основной памяти. В момент включе​ния компьютера в счетчике команд всегда находится один и тот же начальный адрес.
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Рис. 1.3. Передача команд из ОП в ЦП
	Таким образом, запрашивается содержимое ячейки памяти с этим начальным адресом, принадлежащим BIOS. Как правило, эта ячейка содержит код команды безусловного пе​рехода, служащей для изменения содержимого счетчика команд. Этот код передается на регистр команд (РгК) процессора по шине данных. Содержимое ячейки памяти поступает на РгК, поскольку запрос к памяти произведен из счетчика команд; это обязательное требование для любого компьютера традиционной архитектуры.


Регистр команд процессора состоит из нескольких регистров – регистра кода операций (РгКОП) и регистров адресов процессора (РгАП). Часть слова (содержимого ячей​ки ОП, к которой произошло обращение), попавшая в регистр кода операции, передается в блок управления (БУ), вырабатыва​ющий последовательность управляющих сигналов.

Когда выполняется команда безусловного перехода, вторая ад​ресная часть слова, попавшая в один из регистров адреса процессора, под управлением сигналов с БУ передается вновь на счетчик команд. Эта команда одноадресная, т.е. ее адресная часть содержит только один адрес. На этом и завершается ее выполнение. Блок управления формирует сигнал об окончании выполнения команды, а содержимое ячейки вновь передается на РгАд памяти, т.е. происходит запрос следующей команды.

Таким образом, процедура обращения к памяти повторяется. Содержимое ячейки памяти, к которой произведено повторное обращение, рассматривается в качестве новой команды, т.е. вновь загружается на РгК процессора. Обычно вторая команда служит для начала загрузки ОсП с магнитного диска; она уже не является командой безусловного перехода. При ее выполнении под управ​лением кода операции (часть команды, попавшая на РгКодОП) вырабатываются иные управляющие сигналы, а содержимое пер​вого регистра РгАП, представляющего собой часть РгК, переда​ется на адресный регистр памяти и рассматривается в качестве адреса первого операнда.

Для ОЗУ безразлично, откуда пришел запрос — из счетчика команд или адресного регистра, поэтому в регистре данных (РгД) памяти слово формируется так же, как и раньше. Однако в про​цессоре оно помещается на первый регистр данных АЛУ, поскольку запрос этого слова поступил из адресного регистра РгАП. Затем блок управления формирует аналогичные сигналы для передачи на РгД памяти содержимого второго РгАП в результате содержи​мое ячейки памяти с адресом, находящимся в РгАЦ, поступает на второй регистр данных арифметического устройства.

Затем блок управления вырабатывает сигналы в зависимости от кода операции в РгКОП, подает их в АЛУ, которое выполняет соответствующую операцию, а ее результат помещает в выходной регистр-аккумулятор. После этого содержимое регистра-аккуму​лятора передается в ячейку памяти, адрес которой обычно нахо​дится в первом РгАдПр т.е. выполняется еще одно обращение к ОП. Информация из регистра-аккумулятора передается на регистр дан​ных, а адрес ячейки из РгАП на адресную шину. В зависимости от конструкции машины, числа адресов в выполняемой команде (адресности) и других особенностей, содержимое регистра-акку​мулятора может сохраняться в нем, передаваться в ячейку ОП по адресу, находящемуся в первом или втором РгАП.

После сохранения содержимого регистра-аккумулятора к счет​чику команд (СчК) добавляется длина текущей команды в байтах (часто говорят «единица»), чтобы обратиться к следующей ячейке памяти, и начинается новый цикл выполнения очередной ко​манды.

Таким образом, выполнение программы происходит поступательно: каждый раз в машине реализуется лишь одна команда, попадающая в регистр команд из ОП. Чтобы увеличить, производительность компьютера, нужно либо повысить скорость выпол​нения команды, либо выполнять несколько последовательных команд одновременно. Повышение скорости выполнения команды связано с улучшением технических характеристик и улучшением быстродействия всех компонентов, входящих в компьютер: ЦП, ОП, шин интерфейсов, устройств ввода-вывода. Но увеличение скорости выполнения команды принципиально ограничено: скорость распространения сигналов в машине не может превышать скорость света. Второй путь, заключающийся в и параллельном выполнении нескольких команд, более перспективен.

Программноеобеспечение (ПО) призвано ускорить и упростить этот процесс, а также организовать более полное использование аппаратных средств ком​пьютера.

Обычно программные средства условно делят на три группы: операционные системы, программы технического обслуживания и пакеты прикладных программ.

Вся работа компьютера осуществляется под управлением опе​рационной системы (ОС) комплекса программ, предназначен​ного для распределения ресурсов компьютера, управления режи​мами его работы, облегчения подготовки программ, организации их выполнения и взаимодействия пользователя с компьютером. В этот комплекс входят трансляторы с определенных языков програм​мирования.

При работе компьютера возникает множество задач по планированию работы программ, распределению и защите памяти, управлению периферийными устройствами и т. п. Связь с ними осуществляется также при помощи программ ОС.

Обычно ОС имеет графический интерфейс, с помощью которого пользователь выбирает необходимые для него действия. В персональных компьютерах IBM PC таким графичес​ким интерфейсом служит заставка одной из ОС Microsoft Windows, Linux, Solaris или др.

Программы технического обслуживания предназначены для уп​рощения трудоемкости при эксплуатации компьютера. В состав таких средств входят программы проверки работоспособности компьютера, диагностирования неисправностей, выявления имеющихся периферийных устройств и их состояния. В современных ПК эти про​граммы входят в состав системы ввода-вывода BIOS и выполняются при включении компьютера в работу. (Программы технического обслуживания в мейнфреймах обычно представляют собой часть ОС.)

Пакеты прикладных программ это комплексы программ, пред​назначенные для решения часто встречающихся классов задач и расширения функций ОС.

Надежность.Отказы компьютера могут оказать критическое влияние на работу информационно-справочной системы или си​стемы управления.

Современные технологии не позволяют полностью избавиться от отказов в аппаратуре и ошибок в программах даже при значи​тельных затратах, но ряд мер технического и организационного характера способны снизить их интенсивность.

Надежность — это свойство компьютера сохранять, свою рабо​тоспособность, т.е. выполнять возложенные на него функции. Однако в работе компьютера возможны ошибки, которые подразделяют на систематические, возникающие в результате отказов, и случайные, возникающие в результате сбоев. Отказ – это утрата возможности выполнения требуемой функции, а сбой –кратковременное нарушение правильной работы аппаратуры. Надежность принято характеризовать, вероятностью безотказной работы.

Производительность.Способность машины выполнять некоторый объем работы по обработке данных за единицу времени называют производительностью. На нее оказывает влияние множество факторов: характер выполняемых задач, архитектура и параметры процессора, характеристики основной и внешней памяти, наличие дополнительных устройств обработки быстродействие соединительных шин, способ подключения различных устройств и т.п.

Для оценки производительности часто используют понятие времени прохождения задачи (времени ответа, времени выполнения) интервал от момента поступления задачи на выполнение до момента представления результатов ее решения пользователю. Это время включает в себя работу ЦП, обращения к оперативной памяти и дискам, операции ввода-вывода. Время прохождения задачи не будет постоянным. Обычно про​изводительность компьютера в целом характеризуется средним вре​менем прохождения задачи.

Быстродействие и его показатели.Способность компьютера вы​полнять определенное число операций за единицу времени назы​вают быстродействием. В большинстве случаев его можно опреде​лить по тактовой частоте генератора, которая стала важнейшей характеристикой быстродействия. При этом оценивается быстро​действие только процессора. Время выполнения программы в ЦП зависит от трех параметров: длительности такта синхронизации (или тактовой частоты), числа тактов синхронизации, необходи​мого для выполнения каждой команды, и общего числа команд в программе. Для оценки быстродействия персональных компьюте​ров особенно часто используют частоту. Сегодня она достигает 3,5 ГГц и выше, а фирмы изготовители, напримерIntel или AMD, продолжают ее наращивать.

Кроме того, быстродействие можно оценить по следующим показателям:

 длительность выполнения операций определенного типа; это так называемое( пиковое быстродей​ствие процессора;

 средняя длительность выполнения операции из некоторого стан​дартного набора операций, называемого смесью; это( номиналь​ное быстродействие;

 ср(едняя длительность выполнения представительной задачи; при этом если в затратах времени учитывается только время обработ​ки, то такую задачу принято называть ядром, а если учитывается и время на ввод-вывод, то эталонной задачей, или бенчмарком. Время на организацию вычислительного процесса не учитывается. Это системная производительность.

Быстродействие компьютера, имеющего традиционную архи​тектуру и призванного решать, задачи с большим числом логиче​ских операций, принято оценивать, числом MIPS (миллион инст​рукций в секунду). Для более «быстрого» компьютера характерно более высокое значение этого показателя.

Также быстродействие оценивают в миллионах операций с ПТ в секунду MFLOPS. Считают, что одна и та же программа, на​писанная для различных компьютеров, выполняет разное число команд, однако число операций над числами с ПТ и этих про​граммах одинаково. Поэтому MFLOPS может служить для сравне​ния разных компьютеров между собой при выполнении одной и той же программы.

Если в вычислительной системе предусматривается несколько процессоров и они имеют доступ к общим данным, находящимся в оперативной памяти, a также могут взаимодействовать со всеми периферийными устройствами, то такой комплекс принято называть многопроцессорным. Если для их объединения между собой используют сети передачи данных, то​ несколько компьютеров, объединенных сетями передачи данных, называются вычислительной сетью. Если компьютеры удалены друг от друга и для их объединения использованы стандартные телефонные каналы — это глобальная вычислительная сеть (ГВС).

Разрабо​тан способ объединения этих компьютеров в локальную вычисли​тельную сеть (ЛВС) — совокупность компьютеров (обычно пер​сональных), расположенных на незначительных расстояниях друг от друга (на одном этаже, в одном здании или нескольких близле​жащих зданиях) и соединенных между собой высокоскоростны​ми каналами связи. Со временем были разработаны стандартные сетевые технологии, превратившие процесс созда​ния локальной сети в достаточно простую работу. Благодаря ново​му коммуникационному оборудованию — коммутаторам, маршрутизаторам, шлюзам - и новым каналам связи стало возмож​ным объединять в сеть тысячи компьютеров. Для управления та​кими корпоративными сетями требовались мощные серверы, в качестве которых стали использовать мейнфреймы.

Современные компьютеры представляют собой технические системы, отличающиеся сложной структурой, большим числом электронных элементов и электромеханических деталей, а также сложностью выполняемых функций. Поэтому изучение компь​ютера целесообразно начать с рассмотрения простейших частей, из которых он состоит. При множестве электронных элементов (миллионы), используемых и компьютере, число их типов срав​нительно невелико (десятки и сотни). Все уст​ройства имеют регулярную структуру, т.е. состоят из большого числа повторяющихся (ти​повых) схем.

Преобразование информации в компьютере выполняется при помощи электронных схем, имеющих различную сложность. По функциональной сложности принято делить электронные схемы компьютера на элементы, узлы (блоки) и устройства.

Элемент — это простейшая часть компьютера, выполняющая операции над двоичными цифрами (битами). Основные элементы могут быть логическими и или элементами памяти. Логические эле​менты выполняют двоичные (бинарные) операции, на основе которых осуществляются практически все преобразования инфор​мации. В качестве логических элементов используются элементы И, ИЛИ, НЕ, И–НЕ, ИЛИ–НЕ, И-ИЛИ-HЕ и т.д. Элементы памяти чаще всего представляют собой триггеры различных ти​пов.

Узлы (блоки) состоят из элементов и выполняют операции над байтами или словами, состоящими из нескольких байтов. К типовым узлам компьютера относятся регистры, счетчики, суммато​ры, дешифраторы, селекторы, мультиплексоры и др. Несколько узлов могут объединяться в функциональные блоки.

Устройства компьютера строятся из элементов и узлов и вы​полняют определенный набор однотипных операций. К устрой​ствам относятся запоминающие устройства, арифметико-логиче​ское устройство, центральное устройство управления, устройства ввода и вывода. Устройства компьютера конструктивно выполня​ют отдельно или несколько устройств объединяют в один конст​руктивный блок.

В зависимости от состава узлы могут быть комбинационного (комбинационные схемы - КС) или накапливающего типа (ав​томаты с памятью, последовательные схемы).

[image: image138.jpg][1]

KC

Yeren




 Узлы комбинационного типа состоят из логических элементов. Их главная особенность заключается в том, что выходной сигнал (Y) зависит только от комбинации входных сигналов (X) в дан​ный момент времени, при этом каждой комбинации сигналов на входе соответствует выходной сигнал. Выходной сигнал может измениться только при получении другого входного сигнала. Комбинационная схема фактически осуществляет перекодировку вход​ных сигналов в выходные. Несмотря на кажущуюся примитивность логики работы комбинационных схем, все основные преобразования информации в компьютере выполняются с их помощью, т.к. в основе преобразования данных в компьютере заложено выполнение логических операций.
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 Автоматы с памятью состоят из логических элементов и элементов памяти. Информация, записанная в памяти автомата, называется состоянием автомата (Q). Выходной сигнал автомата в общем случае зависит от сигнала на входе и состояния автомата, поэтому при одном и том же входном сигнале автомат может выдавать различные выходные сигналы. При работе автомата в его памяти накапливается обобщенная информация о всех входных сигналах, поступивших к данному моменту времени, поэтому состояние автомата и выходной сигнал зависят от всей предыстории входных сигналов. Наличие памяти позволяет авто​мату выполнять не только отдельные операции, но и последова​тельности взаимосвязанных операций, т.е. заданные алгоритмы обработки данных. Компьютер в целом представляет собой слож​ный автомат с памятью большой емкости.

Контрольные вопросы
1. Перечислите типовые узлы вычислительной техники.
2. Назовите основные характеристики ВТ.
Какие устройства называются комбинационными?

3. Практическая работа № 14
 «Минимизация логических функций методом Квайна»
Цель работы:     Научиться  минимизировать  логические функции методом Квайна.

Образовательные результаты, заявленные во ФГОС третьего поколения:
Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы 

       Метод  Квайна позволяет представлять функции в ДНФ или КНФ с минимальным числом членов и минимальным числом букв в членах. Этот метод содержит два этапа преобразования выражения функции: на первом этапе осуществляется переход от канонической формы (СДНФ или СКНФ) к так называемой сокращенной форме, на втором этапе – переход от сокращенной формы логического выражения к минимальной форме.

 Первый этап (получение сокращенной формы). Пусть заданная функция f представлена в СДНФ. Переход к сокращенной форме основан на последовательном применении двух операций: операции склеивания и операции поглощения.

Для выполнения операции склеивания в выражении функции выявляются пары членов вида 
[image: image140.wmf]x
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 и 
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, различающихся лишь тем, что один из аргументов в одном из членов представлен без инверсии, а в другом – с инверсией. Затем проводится склеивание таких пар членов:  
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, и результаты склеивания w  вводятся в выражение функции в качестве  дополнительных членов. Далее выполняется операция поглощения. Она основана на равенстве
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(член w поглощает член
[image: image144.wmf]z
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 ). При проведении этой операции из логического выражения вычеркиваются все члены, поглощаемые членами, которые введены в результате операции склеивания.

Операции склеивания и поглощения выполняются последовательно до тех пор, пока это возможно.

Второй этап (получение минимальной формы). Сокращенная форма может содержать лишние члены, исключение которых из выражения не повлияет на значение функции.

Дальнейшее упрощение логического выражения достигается исключением из выражения лишних членов. В этом заключается содержание второго этапа минимизации.

При использовании метода Квайна для получения минимальной конъюнктивной нормальной формы (МКНФ) логической функции имеются следующие особенности:

- исходной для минимизации формой логического выражения заданной функции является СКНФ;

- пары склеиваемых членов имеют вид 
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;

- операция поглощения проводится в соответствии с выражением 
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Пример решения 1

	х1

х2

х3
	0  0  0  0  1  1  1  1

0  0  1  1  0  0  1  1

0  1  0  1  0  1  0  1

	f(x1,x2,x3)
	0  0  1  0  1  1  1  1


Записываем СДНФ функции

f (x1, x2, x3) = 
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 EMBED Equation.3  [image: image149.wmf]
Попарным сравнением членов (каждого из членов со всеми последующими) выявляем склеивающиеся пары членов:

1-й и 4-й члены (результат склеивания 
[image: image150.wmf]3
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);

2-й и 3-й члены (результат склеивания 
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);

2-й и 4-й члены (результат склеивания 
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);
3-й и 5-й члены (результат склеивания 
[image: image153.wmf]3
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);

4-й и 5-й члены (результат склеивания 
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);

Результаты операции склеивания вводим в выражение функции и проводим операцию поглощения ими членов исходного выражения:
f (x1, x2, x3) = 
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Член 
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поглощает те члены исходного выражения, которые содержат 
[image: image162.wmf]3
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, т.е. первый и четвертый. Эти члены вычеркиваются. Член
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 поглощает второй и третий, а член  
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 - пятый член исходного выражения.

Повторяем операции склеивания и поглощения:

f (x1, x2, x3) = 
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 EMBED Equation.3  [image: image166.wmf]
Здесь склеивается лишь пара членов 
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(склеивание пары членов
[image: image169.wmf]3

1

x

x

×

 и 
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 приводит к тому же результату), результат склеивания x1 поглощает 2, 3, 4, 5-й члены выражения. Дальнейшее проведение операций склеивания и поглощения оказывается невозможным, сокращенная форма выражения заданной функции 

f (x1, x2, x3) = 
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Члены сокращенной формы (в данном примере такими членами служат 
[image: image172.wmf]3
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и x1) называются простыми импликантами функции.

Рассмотрим на примере второй этап минимизации логического выражения.

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  1  0  0  0  1  1  0  0  0  0  0  0  1  1


Совершенная ДНФ этой функции

f (x1, x2, x3, x4) = 
[image: image173.wmf]4

3

2

1

4

3

2

1

4

3

2

1

4

3

2

1

4

3

2

1

4

3

2

1

x

x

x

Vx

x

x

x

Vx

x

x

x

x

V

x

x

x

x

V

x

x

x

x

V

x

x

x

x

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×


Для получения сокращенной формы проводим операции склеивания и поглощения:

f (x1, x2, x3, x4) = 
[image: image174.wmf]3

2

1

4

3

2

4

3

1

4

2

1

3

2

1

4

3

2

1

4

3

2

1

4

3

2

1

4

3

2

1

4

3

2

1

4

3

2

1

x

x

Vx

x

x

Vx

x

x

x

V

x

x

x

V

x

x

x

V

V

x

x

x

Vx

x

x

x

Vx

x

x

x

x

V

x

x

x

x

V

x

x

x

x

V

x

x

x

x

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×

×


Выражение представляет собой сокращенную форму логического выражения заданной функции, а члены его являются простыми импликантами функции. Переход от сокращенной формы к минимальной осуществляется с помощью импликантной матрицы, приведенной в таблице 1.

В столбцы импликантной матрицы вписываются члены СДНФ заданной функции, в строки - простые импликанты функции, т.е. члены сокращенной формы логического выражения функции. Отмечаются столбцы членов СДНФ, поглощаемых отдельными простыми импликантами. В таблице 1 простая импликанта 
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 EMBED Equation.3  [image: image176.wmf]4
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(в первом и во втором столбцах первой строки поставлены крестики).

Таблица 1

	Простая импликанта
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Вторая импликанта поглощает первый и третий члены СДНФ и т.д. Импликанты, которые не могут быть лишними и, следовательно, не могут быть исключены из сокращенной формы, составляют ядро. Входящие в ядро импликанты легко определяются по импликантной матрице. Для каждой из них имеется хотя бы один столбец, перекрываемы только данной импликантой.

В рассматриваемом примере ядро составляют импликанты 
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 и 
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(только ими перекрываются второй и шестой столбцы матрицы). Исключение из сокращенной формы одновременно всех импликант, не входящих в ядро, невозможно, так как исключение одной из импликант может превратить другую уже в нелишний член.

Для получения минимальной формы достаточно выбрать из импликант, не входящих в ядро, такое минимальное их число с минимальным количеством букв в каждой из этих импликант, которое обеспечит перекрытие всех столбцов, не перекрытых членами ядра. В рассматриваемом примере необходимо импликантами, не входящими в ядро перекрыть третий и четвертый столбцы матрицы. Это может быть достигнуто различными способами, но так как необходимо выбирать минимальное число импликант, то, очевидно, для перекрытия этих столбцов следует выбрать импликанту 
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.

Минимальная дизъюнктивная нормальная форма (МДНФ) заданной функции

f (x1, x2, x3, x4) = 
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Пример 2 Рассмотрим применение метода Квайна для получения минимальной конъюктивной нормальной формы (МКНФ) на примере:
	x1
x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  0  0  0  1  0  1  1


Совершенная КНФ рассматриваемой функции
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Склеивающиеся пары членов:
1-й и 3-й члены (результат склеивания 
[image: image193.wmf]3
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);

1-й и 4-й члены (результат склеивания 
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);

2-й и 3-й члены (результат склеивания 
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Проводим операции склеивания и поглощения:
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Полученное выражение является сокращенной формой функции.

Для перехода к минимальной форме строим импликантную матрицу (таблица 2). Все столбцы матрицы перекрываются импликантами 
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. Следовательно, член 
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 является лишним и минимальная конъюнктивная нормальная форма (МКНФ) заданной функции
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Таблица 2

	Простая импликанта
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     Задания для практического занятия

     3.1  Для функции f1  заданной таблицей истинности найдите МДНФ методом Квайна

     3.2 Для функции f2  заданной таблицей истинности найдите МКНФ методом Квайна.

Вариант 1
1.1

	x1
x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 0  1  0  1  0  1  0  1


1.2
	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 0  0  0  1  0  1  0  1  0  0  1  1  1  1  1  0


Вариант 2

2.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  0  1  0  1  0  1  0  


2.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 0  1  0  1  1  1  0  1  0  0  1  1  0  1  0  0


Вариант 3

3.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 0  0  1  1  0  0  1  1  


3.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1


Вариант 4

4.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  1  0  0  1  1  0  0  


4.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  0  0  1  1  0  0  1  0  0  1  1  1  0  0


Вариант 5

5.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 0  1  0  1  1  0  1  0  


5.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  1  1  1  0  0  0  0  1  0  1  1  0  0  1  0


Вариант 6

6.1

	x1

x2

x3
	 0  0  0  0  1  1  1  1  

 0  0  1  1  0  0  1  1  

 0  1  0  1  0  1  0  1 

	f1 (x1, x2 ,x3 )
	 1  0  0  0  0  1  1  1  


6.2

	x1

x2

x3

x4
	 0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1

 0  0  0  0  1  1  1  1  0  0  0  0  1  1  1  1

 0  0  1  1  0  0  1  1  0  0  1  1  0  0  1  1

 0  1  0  1  0  1  0  1  0  1  0  1  0  1  0  1

	f2 (x1, x2 ,x3 , x4 )
	 1  0  0  0  1  1  0  0  0  1  1  1  0  1  0  1


Контрольные вопросы
1 Назовите этапы минимизации логических функции методом Квайна.
2 Что называется ядром импликантной матрицы?
3 Напишите правило записи СДНФ функции, заданной таблицей истинности.
4 Напишите правило записи СКНФ функции, заданной таблицей истинности.

5 Каким образом происходит переход от ДНФ к СДНФ ?
6 Каким образом происходит переход от КДНФ к СКНФ ?
Практическая работа № 15
«Изучение принципа работы асинхронных RS-триггеров и синхронного RS-триггера со статическим управляющим входом»
Образовательные результаты, заявленные во ФГОС третьего поколения:
Студент должен 

уметь: 

- Настраивать и конфигурировать ПЛК в соответствии с принципиальными схемами подключения
-Проводить расчеты параметров типовых электрических, пневматических и гидравлических схем узлов и устройств, разрабатывать несложные мехатронные системы;

Составлять структурные, функциональные и принципиальные схемы мехатронных систем
знать: 

- Основные факты, базовые концепции и модели информатики; основы технологии работы на ПК в современных операционных средах;
- Современные основы информационно-коммуникационных технологий для решения некоторых типовых задач в проектировании мобильных роботов;

Краткие теоретические и учебно-методические материалы по теме практической работы 
Асинхронный RS- триггер.
RS-триггером называется триггер, имеющий два информационных входа.

Назначение RS-триггеров.
RS-триггер - простейший информационный триггер, который применяется самостоятельно или входит в состав более сложных интегральных триггеров в качестве запоминающей ячейки.

Классификация RS-триггеров.
RS - триггеры классифицируются:

1. По способу записи сигналов:

1. -синхронные;

2. -асинхронные.

1. В зависимости от базового логического элемента:

1. -И-НЕ

2. -ИЛИ-НЕ

Асинхронный rs-триггер

Как говорилось выше, асинхронные RS-триггеры делятся на RS-триггеры на элементах ИЛИ - НЕ и на RS-триггеры на элементах И - НЕ

RS-триггер на элементах ИЛИ – НЕ
Условные обозначения RS-триггеров.
[image: image208.png]



На представленном рисунке S вход служит для установки триггера в единичное состояние (set - установка); R вход служит для установки триггера в нулевое состояние (reset - сброс); С вход является синхронизирующим входом или тактовым.

RS-триггер на элементах ИЛИ - НЕ
Схема асинхронного RS-триггера на элементах ИЛИ - НЕ.
Схема асинхронного RS-триггера имеет вид.

[image: image209.png]



Работа асинхронного RS-триггера на элементах ИЛИ - НЕ.
Пусть триггер находится в нулевом состоянии, т.е. Q=0, [image: image210.png]


=1.

При S=0, R=0 состояние триггера не изменяется. Для перек​лючения в единичное состояние необходимо подать S=1, R=0. Тогда на выходе DD2 появляется 0, а на входах DD1 дейс​твуют U0. Это вызовет появление U1 на выходе, т.е. Q=1. Для переключения в нулевое состояние необходимо подать R=1, S=0, тогда Q=0 и на оба входа DD2 действует U0,следовательно, [image: image211.png]


=1.

Сочетание S=1, R=1 запрещено, так как оба элемента устанавливаются в нулевое состояние и после снятия входного сигнала триггер может перейти в нулевое состояние.

RS-триггер на элементах И - НЕ
Условное обозначение асинхронного RS- триггера.
[image: image212.png]



Схема асинхронного RS-триггера на элементах И - НЕ.
Схема асинхронного RS-триггера имеет вид.
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Работа асинхронного RS-триггера на элементах И - НЕ.
Пусть триггер находится в единичном состоянии, т.е. Q=1, [image: image214.png]


=0.

При S=1, R=1 состояние триггера не изменяется. Для перек​лючения в нулевое состояние необходимо подать S=1, R=0. Тогда на выходе DD1 появляется 0, а на входах DD2 дейс​твуют U0. Это вызовет появление U1 на инверсном выходе, т.е.[image: image215.png]


=1. Для переключения в единичное состояние необходимо подать R=1, S=0, тогда Q=1 и на оба входа DD2 действует U1, следовательно, [image: image216.png]


=0.

Сочетание S=0, R=0 запрещено, так как оба элемента устанавливаются в единичное состояние и после снятия входного сигнала триггер может перейти в нулевое состояние.

Синхронный RS- триггер.

Назначение синхронного RS-триггера.
Синхронный RS-триггер предназначен для предотвращения срабатывания RS - триггера от комбинаций с задержанными сигналами поступающими на вход.

Условное обозначения синхронного RS-триггера.
[image: image217.png]



На рисунке “С” обозначает время (clock).

Синхронный RS-триггер - RS - триггер, имеющий два информационных и 1 синхронный (тактовый) входы.

Схема синхронного RS-триггера. Как видно из рисунка, схема состоит из асинхронного RS-триггера и 2-х элементов И.
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Работа синхронного RS-триггера.
При подаче на вход С “0” информация с S и R-входов на триггер не передается и состояние его не меняется

При С=1 сигналы с S и R- входов проходят на триггер и переключают его.

Если использовать RS-триггер с инверсными входами, то элементы И заменяются на элементы И-НЕ.

Задания для практического занятия
1. Составить таблицы истинности асинхронного и синхронного RS-триггера

2.  Построить и проверить работу триггера на учебно-лабораторном стенде «Основы цифровой техники»
Контрольные вопросы
1. Что такое триггер?

2. Какой триггер называется синхронным?

3. Какой триггер называется асинхронным?

4.  Сколько входов у синхронного RS-триггера?

5. Для чего предназначен синхронный RS-триггер?
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